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Who’s Afraid of the Big Bad Whorf?

Crosslinguistic Differences in Temporal

Language and Thought
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The idea that language shapes the way we think, often associated with Benjamin Whorf,
has long been decried as not only wrong but also fundamentally wrong-headed. Yet,
experimental evidence has reopened debate about the extent to which language influ-
ences nonlinguistic cognition, particularly in the domain of time. In this article, I will
first analyze an influential argument against the Whorfian hypothesis and show that its
anti-Whorfian conclusion is in part an artifact of conflating two distinct questions: Do we
think in language? and Does language shape thought? Next, I will discuss crosslinguis-
tic differences in spatial metaphors for time and describe experiments that demonstrate
corresponding differences in nonlinguistic mental representations. Finally, I will sketch
a simple learning mechanism by which some linguistic relativity effects appear to arise.
Although people may not think in language, speakers of different languages develop dis-
tinctive conceptual repertoires as a consequence of ordinary and presumably universal
neural and cognitive processes.

Are our own concepts of ‘time,’ ‘space,’ and ‘matter’ given in substantially
the same form by experience to all men, or are they in part conditioned by
the structure of particular languages? (Whorf, 1939/2000, p. 138)

Does language shape thought? Do crosslinguistic differences in the lexicon or
grammar have nonlinguistic consequences, such that people who talk differ-
ently end up thinking differently in corresponding ways? If so, how does this
happen: What features of language affect which cognitive processes and What
are the mechanisms? Since Benjamin Whorf directed scholars’ attention to this
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set of questions over half a century ago, few topics have incited so much pas-
sionate disagreement among linguists, anthropologists, and psychologists alike.
In this article, I will not review the sanguinary history of the Whorfian debate
(see Gentner & Goldin-Meadow, 2003; Gumperz & Levinson, 1996). Rather,
I will start by disentangling two questions about the relationship between lan-
guage and thought, the conflation of which may contribute to the fervor that
the Whorfian hypothesis inspires in its opponents.1 Next, I will review exper-
imental evidence that crosslinguistic differences in the lexicalization of time
correlate with profound differences in the way speakers of different languages
mentally represent duration. Finally, I will describe a mechanism by which lan-
guage causes these differences to arise, which suggests a reframing of Whorf’s
question about relationships among language, concepts, and experience.

The long-standing majority view on the Whorfian hypothesis is summarized
in Steven Pinker’s 1994 bestseller The Language Instinct. Pinker first posed a
question inspired by George Orwell’s (1949) dystopian fantasy, the novel 1984,
in which the government seeks to render subversive thoughts unimaginable by
making them nameless in the prescribed language, Newspeak:

Is thought dependent on language? Do people literally think in English,
Cherokee, Kivunjo, or by [the year] 2050, Newspeak? Or are thoughts
couched in some silent medium of the brain—a language of thought or
“mentalese”—and merely clothed in words whenever we need to
communicate them to a listener? (p. 56)

In response, Pinker wrote:

[T]he famous Sapir-Whorf hypothesis of linguistic determinism, stating
that people’s thoughts are determined by the categories made available by
their language, and its weaker version, linguistic relativity, that differences
among languages cause differences in the thoughts of their speakers [. . .]
is wrong, all wrong. (p. 57)

Pinker denounced not only radical linguistic determinism but also linguistic
relativity, which is my concern here, and Whorf’s concern in the 1939 passage
quoted above. To justify his anti-Whorfian position, Pinker asserted:

The idea that thought is the same as language is an example of what can
be called a conventional absurdity[.] (p. 57)

Here, Pinker illustrates a confusion that is rampant in the literature on rela-
tionships between language and thought. The idea that “thought is the same
as language” (as Orwell suggested) should not be conflated with the idea that
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“differences among languages cause differences in the thoughts of their speak-
ers” (as Whorf suggested). Orwell and Whorf raised two distinct questions: Do
we think in language? and Does language shape thought? It is possible (and, I
will argue, true) that language can shape the way people think even if they do
not think in language.

Confusion of the Whorfian question with what I will call the “Orwellian”
question pervades Pinker’s discussion:

The idea that language shapes thinking seemed plausible when scientists
were in the dark about how thinking works, or even how to study it. Now
that scientists know how to think about thinking, there is less of a
temptation to equate [thinking] with language. (pp. 58–59, italics added)

Not only does Pinker zigzag between Orwell’s idea and Whorf’s, he also implies
a relationship between them that is misleading and, in fact, logically fallacious.
The reader is led to believe that the absurdity of the Orwellian proposal should
be taken as one of the strongest arguments against the Whorfian hypothesis. To
unpack this fallacy, let us turn the Orwellian and Whorfian questions into two
statements, O and W [(1a) and (b)]:

(1a) O: We think in language.
(1b) W: Language shapes thought.

There is a clear relationship between these statements. If people think in lan-
guage, then it must be the case that language shapes thought. In other words,
if Orwell was right, then Whorf must necessarily be right, too. This can be
expressed in the proposition (2): if O, then W.

(2) O → W

If we agree to the truth of this proposition, then we must also agree to the truth
of its contrapositive (3): If language does not shape thought, then we do not
think in language. In other words, proving that Whorf was wrong would entail
that Orwell was wrong, as well.

(3) ∼W → ∼O

However, this is not what Pinker argued. Rather, he suggested that people do not
think in language; therefore, language does not shape thought. In other words,
because Orwell was wrong, we should believe that Whorf must be wrong.
However, this argument assumes that the inverse (4) of our proposition is true,
a logical fallacy known as “denying the antecedent.”
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(4) ∼O → ∼W

It may sound reasonable at first to say that “if people think in language, then
language shapes thought, but because people do not think in language, then
language does not shape thought”—provided you do not think about it too
carefully. In fact, this is equivalent to saying, “if John has a daughter who plays
the violin, then he must be a human, but because John does not have a daughter
who plays the violin, then he is not human.”

Although the Orwellian question and the Whorfian question are importantly
related, they are not related in the way that Pinker suggested (and he is not alone
in making this logical error). Evidence in favor of Orwell’s idea would also
support Whorf’s, but evidence against the idea that people think in language
does not count against the possibility that language shapes thought. Clarifying
this relationship is important: If people believe that linguistic relativity entails
(or implies) the Orwellian notion that people think in language, then no wonder
they are afraid of the big bad Whorf!

Orwell and Whorf: Divide and Conquer?

Having distinguished the Orwellian and Whorfian questions, it is possible to
evaluate them separately. Pinker’s 1994 discussion, which he later dubbed his
“obituary” for the Whorfian hypothesis (Pinker, 2007, p. 124), reviews stan-
dard arguments against both the idea that we think in language and the idea that
language shapes thought. Although arguments against the one idea are often
misrepresented as arguments against the other, many of these objections are
compelling when properly construed. Pinker takes a shotgun approach to dis-
crediting the Orwellian equation of language with thought, starting with appeals
to intuition: We have all had the feeling that we know what we want to say but
we do not know how to say it, therefore there must be some difference between
what we say and what we want to say. Other arguments stress the inadequacy
of language as a medium for thought, pointing to problems such as ambigu-
ity, deixis, and coreference, which seem to require extralinguistic resources to
resolve. For example, when we read the ambiguous headline “Hershey Bars
Protest” (Pinker, 1994, p. 119), the information we need to decide whether this
story discusses an oppressive chocolate manufacturer or some rebellious candy
bars does not appear to reside in language, per se. Still other arguments call
upon results from psychological experiments, such as Roger Shepard and Lynn
Cooper’s (1982) studies suggesting that people rotate objects in their mind’s eye
using imagistic, picturelike representations. Most compellingly, Pinker pointed
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out that much of what can reasonably be construed as “thinking” happens in
the minds of babies, deaf isolates, and aphasics, who lack the full use of lan-
guage, and even in the minds of animals that lack language altogether. The
fact that animals can learn, remember, navigate, communicate, reason about
causes, infer goals, build shelters, use tools, cooperate, deceive one another,
and construct social hierarchies suggests that quite a lot of thinking can happen
without human language.

These anti-Orwellian arguments do not necessarily support Pinker’s con-
clusion that all thinking occurs in a Fodorian “mentalese” (Fodor, 1975). They
do not rule out the possibility that certain kinds of thinking are mediated by
language (see Carruthers, 1996; Spelke & Tsivkin, 2001). They do suggest,
however, that even if some thinking takes place in the medium of natural lan-
guage, not all thinking does, and that the Orwellian proposal is problematic, in
principle.

Standard arguments against the Whorfian hypothesis, including Pinker’s,
are of a different sort. Rather than attacking linguistic relativity in principle,
they criticize the data and methods that have been used to support Whorfian
claims. Do the Eskimos really think about snow more precisely than speakers
of a Standard Average European (SAE) language because they can categorize
it more precisely in language (Whorf, 1940/2000)? Are Hopi speakers unable
to conceptualize time as we do because of their impoverished temporal vo-
cabulary (Whorf, 1939/2000)? There is no good evidence that this is the case.
Two things were wrong with some of Whorf’s most notorious claims. To start,
many of Whorf’s linguistic observations did not stand up to scrutiny by later
scholars. Arguably, speakers of Eskimo languages do not use any more words
for snow than your average snowboarding enthusiast (Pullum, 1991), and the
Hopi speakers’ way of talking about time may not be as different from the SAE
speakers’ as Whorf made it seem (Malotki, 1983). If there are not actually any
relevant differences between languages, then there is no reason to posit differ-
ences in the thoughts of their speakers. Furthermore, the project of inferring
cognitive differences solely from linguistic differences is hopelessly circular.
Patterns in language can serve as a source of hypotheses about cognitive dif-
ferences between members of different language communities, but some sort
of extralinguistic data are needed to test these hypotheses: Otherwise, the only
evidence that people who talk differently also think differently is that they talk
differently!

Experimental work since Whorf’s time has suffered several additional prob-
lems. Pinker noted that some apparent behavioral differences between language
groups have turned out to be artifacts of clumsy translation. Famously, Alfred
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Bloom (1981) alleged that Chinese speakers are less capable of reasoning
counterfactually than English speakers because Chinese lacks subjunctives,
which serve as counterfactual markers in English (e.g., If it were to rain, then
I would take an umbrella). In his original experiment, Bloom created English
and Chinese versions of a story that required counterfactual reasoning, and
he found that Chinese speakers in China failed abysmally to understand the
story’s counterfactual structure, whereas English speakers in the United States
had no trouble at all. Terry Au, a native Chinese-speaking psychologist, exam-
ined the stories that Bloom had used and found the Chinese version to be “not
very idiomatic” (Au, 1983, p. 161). When Au replicated Bloom’s experiment
using new stimuli, the crosslinguistic differences in counterfactual reasoning
disappeared (Au).

Yet, awkward translations may be the least of the problems exemplified by
Bloom’s study (and found in many subsequent studies, as well). No matter how
carefully stimulus materials are translated, any experimental design that relies
on comparing performance across translations confounds differences between
items with differences between conditions (and if monolinguals are used, also
confounds item differences with group differences), making the results hard
to interpret. Furthermore, this study predicted a single difference between lan-
guage groups: One group should perform better than the other. Even if the
predicted difference had been reliable (e.g., if English speakers had shown
better counterfactual reasoning than Chinese speakers across studies), it would
be hard to know why: the group that is better at counterfactual reasoning could
also be better at many other kinds of reasoning that do not correspond to any
crosslinguistic differences. Unless predictions are cast in terms of statistical
interactions, researchers risk interpreting spurious relationships between pat-
terns in language and patterns in performance on experimental tasks. Finally,
the Whorfian hypothesis posits a causal relationship between language and
thought. Bloom sought to test the hypothesis that language causes differences
in counterfactual reasoning using an experimental design that was only capable
of demonstrating correlation—a problem that is not intractable, but which still
plagues would-be Whorfian research a quarter of a century later (see Casasanto,
2005a; Gordon, 2004).

The Orwellian idea that people think (mostly or entirely) in the medium
of natural language, and therefore that language can be equated with thought,
is unsupported empirically and is also problematic in principle, given what
is known about language and about thought.2 By contrast, the Whorfian idea
that linguistic differences can cause speakers of different languages to think
differently faces no such in-principle challenges. When standard arguments
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are properly interpreted, they do not sound a death knell for the Whorfian
hypothesis, but rather a call for more rigorous research.

Time in Language and Thought

Since Pinker’s (1994) “obituary,” Whorfian research has experienced a re-
naissance. Experimental evidence has reopened debate about the extent to
which language influences nonlinguistic cognition in domains such as space
(Levinson, 1996; Li & Gleitman, 2002; Majid, Bowerman, Kita, Haun, &
Levinson, 2004), color (Gilbert, Regier, Kay, & Ivry, 2006; Kay & Kempton,
1984; Robertson, Davies, & Davidoff, 2000; Witthoft, et al., 2003), number
(Casasanto, 2005a; Gordon, 2004; Gelman & Gallistel, 2004; Miller, Major,
Shu, & Zhang, 2000; Pica, Lemer, Izard, & Dehaene, 2004; Spelke & Tsivkin,
2001), and time (Boroditsky, 2001; Casasanto et al., 2004; Chen, 2007; January
& Kako, 2007; Núñez & Sweetser, 2006). One obstacle to resolving this con-
troversy has been devising truly nonlinguistic tests to evaluate how speakers of
different languages perceive or remember their experiences, particularly in the
more abstract conceptual domains such as time.

Across languages, people use the same words to talk about time that
they use to talk about space (Alverson, 1994; Clark, 1973; Gruber, 1965;
Haspelmath, 1997; Jackendoff, 1983; Lakoff & Johnson, 1980; Traugott, 1978).
For example, English speakers might talk about a long vacation or a long line
and moving a meeting forward or moving a truck forward. Evidence from be-
havioral experiments suggests that people not only talk about time using spatial
language, they also think about time using mental representations of space
(Boroditsky, 2000, 2001; Boroditsky & Ramscar, 2002; Casasanto, 2005b, in
press; Casasanto & Boroditsky, 2003, 2008; Casasanto et al., 2004; Cohen,
1967; Gentner, 2001; Núñez & Sweetser, 2006; Piaget, 1927/1969; Torralbo,
Santiago, & Lupiáñez, 2006; Tversky, Kugelmass, & Winter, 1991). Although
using spatial metaphors for time may be universal (Alverson, 1994; cf. Silva
Sinha, Sinha, Zinken, & Sampaio, 2008), the particular mappings from space
to time vary across languages. For instance, depending on the language, speak-
ers might talk about the future as if it lies ahead of us (in English), behind
us (in Aymara), or below us (in Mandarin Chinese). Behavioral studies sug-
gest that speakers of languages that use different spatiotemporal metaphors
may indeed think about time differently (Boroditsky, 2001; Núñez & Sweetser,
2006).

There is, however, an important limitation shared by these crosslinguistic
studies comparing English speakers’ mental representations of time with those
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of Aymara and Mandarin speakers: Subjects were tested on tasks that required
them to produce or understand language. Núñez and Sweetser’s participants
were producing co-speech gestures, and Boroditsky’s were judging sentences
containing spatial or temporal language. Perhaps these studies showed relation-
ships between spatial and temporal thinking that were consistent with linguistic
metaphors only because participants were required to process space or time
in language (i.e., because they were “thinking for speaking”; Slobin, 1996).
Would the same relationships between mental representations of space and time
be found if participants were tested on nonlinguistic tasks?

To address this question, my collaborators and I developed simple psy-
chophysical tasks to investigate whether metaphors in language influence even
our basic, perceptuomotor representations of time. Do speakers of languages
that use different spatiotemporal metaphors think about time differently—even
when they are not using language? First, we analyzed previously unexplored
crosslinguistic differences in metaphors for duration in English and Greek.
Next, we tested whether these linguistic differences correlate with differences
in English and Greek speakers’ performance on low-level, nonlinguistic du-
ration estimation tasks. Finally, we conducted a training study to evaluate a
causal role for language in shaping time representations (Casasanto, 2005b;
Casasanto et al., 2004).

Duration in One or Three Dimensions
Literature on how time can be expressed verbally in terms of space (and, by
hypothesis, conceptualized in terms of space) has focused principally on linear
spatial metaphors. However, is time necessarily verbalized (and conceptualized)
in terms of unidimensional space? Some theorists have suggested so (Clark,
1973; Gentner, 2001), and although this may be true regarding temporal suc-
cession, linguistic metaphors suggest an alternative spatialization for duration.
English speakers not only describe time as a line, but they also talk about hav-
ing oceans of time, saving time in a bottle, and liken the days of their lives to
sands through the hourglass. Quantities of time are described as amounts of a
substance that occupies three-dimensional space (i.e., volume).

Languages differ in the extent to which they describe duration in terms of
distance as opposed to amount of substance. In English, it is natural to talk
about a long time or a long meeting, borrowing the structure and vocabulary
of a linear spatial expression like a long rope. In Greek, the words makris
and kontos are the literal equivalents of the English spatial terms long and
short. They can be used in spatial contexts much the way long and short are
used in English (e.g., ena makry skoini means “a long rope”). In temporal
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contexts, however, makris and kontos are dispreferred in many instances where
long and short would be used naturally in English. It would be unnatural to
translate “a long meeting” literally as “mia makria synantisi.” Rather than using
distance terms, Greek speakers typically indicate that an event lasted a long
time using megalos, which in spatial contexts means physically large (e.g., a
big building), or using poli, which in spatial contexts means much (e.g., much
water).

To quantify the relative prevalence of “distance” and “amount” metaphors
for duration across languages, the frequencies of the English phrases long
time and much time were compared with the Greek phrases that native speak-
ers reported most naturally expressed the same ideas, makry kroniko diastima
“long time distance” and poli ora “much time.” Each expression was entered
as a search term in a very large multilingual text corpus (www.google.com).
Search results showed that the distance metaphor was dramatically more fre-
quent than the amount metaphor in English, whereas the opposite pattern was
found in Greek. Results were corroborated in a questionnaire study showing
that English speakers tend to use distance metaphors to describe the dura-
tion of events (e.g., long meeting, long party), whereas Greek speakers tend
to use amount metaphors to describe the durations of the same events (e.g.,
synantisi pou diekese poli “meeting that lasts much,” parti pou kratise poli
“party that lasts much”). Although both languages use some distance and some
amount metaphors for duration, the relative strengths of these metaphors varies
across languages. These preliminary studies by no means captured all of the
complexities of how duration is metaphorized in terms of space within or
between languages, but findings corroborated native English and Greek speak-
ers’ intuitions and provided quantitative linguistic measures on which to base
predictions about behavior in nonlinguistic tasks.

Do these differences in metaphor frequency between languages lead En-
glish and Greek speakers to think about time differently, even when they are
not using language? To find out, we asked English and Greek speakers to esti-
mate the duration of brief events that contained either distracting information
about linear distance (distance interference) or distracting information about
amount (amount interference). In the distance interference condition, partici-
pants viewed a series of lines “growing” across the screen, for various distances
and durations. After each line disappeared, they were asked to reproduce its
duration by clicking the mouse twice (in the same spot) to indicate the time
that elapsed from the instant that the line appeared to the instant that it reached
its maximum length. The distance that the line grew was irrelevant to the task
and was varied orthogonally to the line’s duration. As such, distance served

71 Language Learning 58:Suppl. 1, December 2008, pp. 63–79



Casasanto Who’s Afraid of the Big Bad Whorf?

as distractor: a piece of information that was unrelated to the task but could
potentially interfere with task performance. In the amount interference con-
dition, subjects viewed a schematic drawing of a container filling gradually
with liquid and were asked to reproduce the duration of the “filling” event.
Analogously to the distance interference condition, the amount of fill varied
orthogonally with the duration of the event and, as such, served as a distractor
for the subjects’ task of estimating duration.

In previous studies using a similar distance interference task with English
speakers (Casasanto & Boroditsky, 2003, 2008), English-speaking participants
were unable to ignore the distance that a line grew when estimating its duration,
even though distance was irrelevant to the time estimation task. The result was
a pattern of cross-dimensional interference: Spatial information interfered with
participants’ temporal judgments in a particular way. Although, on average,
all stimuli lasted the same duration, participants judged lines that traveled a
shorter distance to last a shorter time and lines that traveled a longer distance
to last a longer time.

Is this conflation of distance and duration universal to humans, or does it
depend in part on the conflation of distance and duration in language? If pat-
terns in language are partly responsible for the space-time confusion observed
in English speakers, then irrelevant distance and amount information should
interfere with English and Greek participants’ duration estimates differently.
English speakers should show more interference from distance than amount on
their time estimates. Greek speakers should show the opposite pattern, being
more distracted by amount than by distance interference. Results supported
these predictions: The pattern of cross-dimensional interference observed in
English and Greek speakers on this pair of nonlinguistic time estimation tasks
followed the pattern of spatiotemporal metaphors found in English and Greek.
English speakers were strongly affected by the distance that a line traveled but
only weakly affected by the fullness of a container, whereas Greek speakers
showed the opposite pattern of cross-dimensional interference. The structure
of people’s low-level, nonlinguistic time representations is not universal: These
simple psychophysical tasks indicate that at a basic level, the way we mentally
represent time covaries with the way we talk about it in our native languages.
However, does experience using different metaphors cause speakers of different
languages to think differently?

How Language Shapes Time
Previous suggestions for how language could influence representations of time
have failed because they have attempted to give an Orwellian answer to a
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Whorfian question, equating concepts with words. Paul Bloom and Frank Keil
(2001) created the following straw-man, which makes the Whorfian proposal
appear hopelessly circular:

Since the lexicons of languages differ, it would follow that speakers of
different languages would come to possess different concepts. How
coherent is this proposal? Consider a simple example:

Q: How is it that people can think about time?
A: Because we learn the language of time, words like ‘was’ and
‘tomorrow.’

But this answer immediately raises another question: How do we learn
these words? (pp. 361–362)

Bloom and Keil (2001) argued that the ability to learn temporal words pre-
supposes an ability to think about time, thus begging the question of from
where this ability comes. However, why should the Whorfian claim that lexical
differences create conceptual differences entail that words precede concepts?
Language can influence the structure and content of preexisting mental rep-
resentations via simple learning mechanisms, one of which I will illustrate
here.

How do Greek and English speakers come to mentally represent dura-
tion differently, relying differentially on mental representations of distance or
amount? It is not plausible that using temporal metaphors in language creates
the capacity to estimate brief durations, because prelinguistic infants and non-
human animals share this capacity. Consider, instead, that some mappings from
concrete to abstract domains of knowledge (such as mappings from space to
time) may be initially established prelinguistically, based on interactions with
the physical world (Clark, 1973). As an example, people are likely to track the
kinds of correlations in experience that are important for perceiving and acting
on their environment; they learn to associate time with linear space by observing
that more time passes as moving objects travel farther, and likewise they learn to
associate time with amounts of substances accumulating in three-dimensional
space by observing that more time passes as substances accumulate more. This
proposal presupposes that although mature time representations depend in part
on spatial representations, time can also be mentally represented qua time, at
least initially: In order for cross-dimensional associations to form, some prim-
itive representations must already exist in each dimension. Primitive temporal
notions, however, of the sort that we share with infants and nonhuman animals
may be too vague or fleeting to support higher order reasoning about time.
Grafting primitive temporal representations onto spatial representations may
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make time more amenable to verbal or imagistic coding and may also import
the inferential structure of spatial relations into the domain of time (Pinker,
1997), facilitating the comparison of temporal intervals, transitive inference,
serial ordering, and other such mental operations that humans have evolved to
perform in the domain of space.

If metaphorical mappings from space to time are based on physical expe-
riences and are established prelinguistically, what role might language play
in shaping temporal representations? Because the laws of physics are the
same in all language communities, prelinguistic children’s conceptual map-
pings between time and distance and between time and amount should be
the same universally. Later, as children acquire language, these mappings are
adjusted: Each time we use a linguistic metaphor, we activate the correspond-
ing conceptual mapping. Speakers of “distance languages” like English then
activate the time-distance mapping frequently, eventually strengthening it at
the expense of the time-amount mapping (and vice versa for speakers of
“amount languages” like Greek). At a neural level, long-term strengthening
of the more frequent association at the expense of the less frequent asso-
ciation could be mediated by competitive Hebbian learning, and short-term
adjustments in the strength of these mappings (due to immediate physical or
linguistic experience) could be mediated by more transient neuromodulatory
processes.

Did linguistic experience give rise to language-related differences in per-
formance on the “growing line” and “filling container” experiments? Using
crosslinguistic data to test for a causal influence of language on thought is
problematic, as the experimenter cannot randomly assign participants to have
one first language or another: Crosslinguistic studies are necessarily quasi-
experimental. A pair of training tasks (i.e., true experimental interventions)
was conducted to provide an in-principle demonstration that language can in-
fluence even the kinds of low-level mental representations that people construct
while performing psychophysical tasks and to test the proposal that language
shapes time representations, both in the laboratory and in natural settings, by
adjusting the strengths of cross-domain mappings. Native English speakers
were randomly assigned to perform either a “distance training” or “amount
training” task. Participants completed 192 fill-in-the-blank sentences using the
words longer or shorter for distance training and the words more or less for the
amount training task. Half of the sentences compared the length or capacity of
physical objects (e.g., An alley is longer/shorter than a clothesline; A teaspoon
is more/less than an ocean) and the other half compared the duration of events
(e.g., A sneeze is longer/shorter than a vacation; A sneeze is more/less than a
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vacation). By using distance terms to compare event durations, English speak-
ers in the control condition were reinforcing the already preferred mapping
between distance and time. By using amount terms, participants in the critical
condition were describing event durations similarly to speakers of an amount-
biased language like Greek, activating the nonlinguistic amount-time mapping
that is normally dispreferred for English speakers. After this linguistic train-
ing phase, all participants performed the nonlinguistic filling container task. If
using a linguistic metaphor activates the corresponding conceptual mapping,
then repeatedly using amount metaphors during training should transiently
strengthen participants’ nonlinguistic amount-time mapping. Consistent with
this prediction, following about 30 min of training with amount metaphors,
native English speakers’ performance on the filling container task was statis-
tically indistinguishable from the performance of the native Greek speakers.
By encouraging the habitual activation of either distance-time or amount-time
conceptual mappings, our experience with natural language may influence our
everyday thinking about time in much the same way as this laboratory training
task.

In summary, people who talk differently about time also think about it
differently, in ways that correspond to the preferred metaphors in their native
languages. Language not only reflects the structure of our temporal repre-
sentations, but it can also shape those representations. Beyond influencing
how people think when they are required to speak or understand language,
language can also shape our basic, nonlinguistic perceptuomotor representa-
tions of time. It may be universal that people conceptualize time according
to spatial metaphors, but because these metaphors vary across languages,
members of different language communities develop distinctive conceptual
repertoires.

However, there is no need to be afraid of this Whorfian effect. The fact
that language influences thought does not mean that people think in language,
nor does it imply that language interfaces with nonlinguistic mental represen-
tations via privileged channels or special mechanisms: In this case, associative
learning will do. Whorf asked whether our concepts are given in the same
form by experience to everyone or whether they are conditioned by language.
The results summarized here suggest that conceptual mappings from space to
time may be given in essentially the same form via correlations in physical
experience to everyone and then also conditioned by the languages we speak. If
language plays a privileged role in shaping thought, it is perhaps only by virtue
of being a ubiquitous and highly systematic form of experience, which, unlike
basic perceptuomotor experiences, varies from culture to culture.
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Why Worry About Whorf?

Why should we continue to do Whorfian research? One possible reason is that
cataloging crosslinguistic cognitive differences could be a step toward charting
the boundaries of human biological and cultural diversity. If this is the goal, then
the Whorfian effects most worth finding should be extreme instances in which
differences between languages produce radically different experiences of real-
ity in their speakers. Alternatively, crosslinguistic cognitive differences could
be tools for investigating how thinking works and, in particular, for investigat-
ing the role of experience in the acquisition and representation of knowledge:
If people who talk differently form correspondingly different mental represen-
tations as a consequence, then mental representations must depend, in part, on
these aspects of linguistic experience. If discovering the origin and structure of
our mental representations is the goal, then crosslinguistic cognitive differences
can be informative even if they are subtle and even if their effects are largely
unconscious. Whether or not they correspond to radical differences in speak-
ers’ conscious experiences of the world, Whorfian effects can have profound
implications for the study of mental representation.

Notes

1 I will use the term “Whorfian hypothesis” to mean the linguistic relativity
hypothesis, that differences among languages cause differences in the thoughts of
their speakers, as suggested by the question of Whorf’s quoted at the beginning of
the article. Arguments supporting linguistic relativity should not be interpreted as
supporting linguistic determinism, the idea that language rigidly determines the
thoughts that speakers are capable of entertaining, which has also been associated
with Whorf.

2 The “Orwellian” claim that people think in language therefore language can be
equated with thought, is sometimes labeled strong linguistic determinism and
attributed to Whorf. I assert that nothing Whorf wrote supports this attribution,
although defending this assertion would require a full exegesis of his more radical
statements, which I will not undertake here. More importantly, linguistic
determinism, the idea that “people’s thoughts are determined by the categories
made available by their language” (Pinker, 1994, p. 57), does not entail that “the
medium of thought consists of the actual words and sentences the person speaks”
(Pinker, 2007, p. 133). Language could still dictate “the categories and types that
we isolate from the world of phenomena” (Whorf, 1940/2000, p. 213) even if
thinking is not carried out in the medium of natural language. There is no empirical
evidence for strong linguistic determinism, but none of the arguments that I have
reviewed against the Orwellian idea rules out linguistic determinism, in principle.
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